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ue/1 Introdu
tionThe RoboCupRes
ue Simulation Environment [2℄ is a 
hallenging multiagentdomain where tasks need to be done 
ollaboratively by heterogeneous agents.Our goal is to enable ambulan
es, �re brigades, poli
e for
es, et
. to work asteams in this domain. A key prerequisite to teamwork is Team Formation, i.e.,the allo
ation of agents to roles within tasks. Teams on
e formed, espe
ially ina hostile and dynami
 environment like an urban disaster, need to be reformedupon arrival of new tasks, team member failure, et
. If every team formationis done by trying to anti
ipate future reformations, there 
an be substan
ialsavings in reformation 
osts and time, thus leading to more lives being saved.We refer to this te
hnique as \Team formation for Reformation"[5℄.In last year's team's des
ription[4℄ we des
ribe various team formation algo-rithms that we tried out. However, as we noted there, these algorithms are notglobally optimal in that they do not form teams anti
ipating future reformationsthat may be required. This myopi
 reasoning lead to many situations where theagents had 
ommitted themselves to tasks to early.The \Team Formation for Reformation" approa
h uses a theoreti
al model
alled R-COM-MTDPs [5℄, based on de
entralized 
ommuni
ating POMDPs.Here the team formation poli
ies are 
omputed o�-line by probabilisti
ally rea-soning how the 
urrent s
enario 
ould unfold. In that work we show why thispoli
y 
omputation is intra
table (NEXP-
omplete), thus emphasizing the needfor approximations. In this year's team we abstra
t the state of ea
h agent andlimit the amount of look ahead to make the sear
h for a team formation poli
ymore tra
table. We employ the same 
ommuni
ation and role exe
ution strat-egy as last year's team and 
on
entrate on 
oming up with good team formationpoli
ies that will improve on our last year's team whi
h �nished in third pla
eat RoboCupRes
ue 2001.2 Previous Approa
hesOur previous approa
hes for team formation in RoboCupRes
ue are myopi
 inthe sense that how future events will unfold is not 
onsidered while forming



teams . The tasks were thought of as 
ivilians who need to be res
ued, buildingswhi
h are on �re and roads that are blo
ked. We des
ribed a 
entralized 
om-binatorial au
tion me
hanism demonstrated at Agents-2001 and a distributedmethod based on lo
alized reasoning.In our au
tion me
hanism, the �re station, ambulan
e 
enter and the poli
eoÆ
e took on the role of au
tioneers, and the ambulan
es, �re brigades and poli
efor
es take on the roles of bidders . The items being bid for are the tasks. At thebeginning of ea
h 
y
le, ea
h free agent makes several bids - ea
h bid 
onsistsof a di�erent 
ombination of tasks and an estimate of the 
ost of performingsequentially the tasks in this 
ombination. This approa
h had the following 2mainshort
omings:{ Intra
table Computational Complexity: The nature of the algorithm man-dated that the 
omputation be done in real-time. Owing to the 
omlexity ofthe algorithms and further restri
tions imposed by the domain, this methodwas not very feasible.{ Not globally optimal: The allo
ation found is not optimal if we 
onsider alltime steps sin
e we didn't 
onsider future reformations.The distributed method, based on our agents des
ribed in [3℄, relied on ea
hagent de
iding for herself as to whi
h task to perform. This lo
alized reasoningallowed agents to evaluate the seriousness of a task before 
ommitting to thattask. This lo
alized reasoning is an estimation how the task would unfold in thefuture. The strength of this approa
h lay in the low number of messages that itrequired. A major short
oming of this approa
h was that the agents relied onlo
al information and don't 
on
ern themselves mu
h with what tasks the otheragents were performing. Thus, this allo
ation s
heme is 
learly sub-optimal.3 Team Formation for Reformation in RoboCupRes
ueTeam Formation for Reformation relies on a theoreti
al model of teamwork 
alledR-COM-MTDP [5℄. R-COM-MTDP is based on de
entralized 
ommuni
atingPartially Observable Markov Models. For a detailed des
ription of how the no-tation 
an be applied to RoboCup Res
ue please see [5℄.The goal is to 
ome up with team formation poli
ies for ea
h individualmobile agent. That is for ea
h ambulan
e, poli
e for
e and �re brigade. Injured
ivilians, buildings on �re and blo
ked roads 
an be grouped together to formtasks. We spe
ify sub-plans whi
h 
onsists of roles for ea
h task type. Ea
h agent,needs to maintain a belief state of what it believes the true world state is. Basedon the agent's believe state is, it 
hooses whether to 
ontinue it 
urrent roleor to take on another role. The agent's belief state depends on its observationsabout the obje
ts within its visible range and on the 
ommuni
ation it re
eivesfrom other agents. Note, that there may be parts of the world that are notobservable be
ause there are no agents there. Thus, highlighting the importan
eof 
ommuni
ation.



We also de�ne a reward fun
tion that spe
i�es the immediate reward for per-forming an a
tion, be it a role 
hanging, exe
ution or 
ommuni
ation a
tion. Weassume that 
ommuni
ation and reformation always ahev negative reward butthey 
an result in future postive gains. Thus we 
an now 
ome up with o�inepoli
ies for role-taking, role exe
ution and 
ommuni
ation that maximize the ex-pe
ted utility. In [5℄, we show that this problem is NEXP-Complete and hen
e weneed to limit the 
omplexity of our algorithms by doing suitable approximations.Sin
e we are interested in \Team Formation" and \Reformation", we �x the
ommuni
ation and role-exe
ution poli
ies to be almost the same as that in ourlast year's team and fo
us on 
oming up with role-taking poli
ies. We furthersimplify our problem by 
onsidering only an abstra
tion of the state spa
e. Thuswe dis
ard several features as not being relevant. A thorough investigation ofwhi
h features 
an be dis
arded needs to be done. Further, we 
an limit theamount of look-ahead that is done in 
omputing the poli
y. This drasti
allyredu
es the amount of time it takes to 
ome up with poli
ies for team formationfor reformation.4 Con
lusionIn this paper we emphasize the importan
e of Team Formation for Reformationin the RoboCupRes
ue Simulation Environment. We pointed out the 
aws inour previous agents and des
ribed how the \Team Formation for Reformation"approa
h will address the problems. We showed how this te
hnique 
an be ap-plied to RoboCupRes
ue for 
oming up with optimal poli
ies for role 
hanging,role exe
ution and 
ommuni
ation. Finding su
h poli
ies is NEXP-Complete forRoboCupRes
ue emphasizing the need for approximations like abstra
ted statespa
e and limited lookahead. We �x the 
ommuni
ation and role exe
ution pol-i
y to that of our last year's team that �nished in 3rd pla
e and 
on
entrate on
oming up with an improved team formation poli
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