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1. Introduction 

 
In 2011, RoboTurk team will be contributing the Search and Rescue League for the 

first time. Our team was founded at September, 2010, and consists of undergraduate 

students.  We are a part of the Artificial Intelligence and Robotics Laboratory (AIR 

Lab) at the Istanbul Technical University [1], and our team is the only team 

contributing to the Search and Rescue League from our university so far. We have 
improved our agents over sample package in Robocup Rescue Simulation Software 

2010. Our group has ongoing research on dynamic planning and market based 

dynamic task allocation, therefore we want to use this competition as a research and 

test bed for our studies on these topics.  We have been attending the Standard 

Platform League since 2001, using the robot soccer as a test bed in our research 

activities, and published our research in several conferences and journals [2-15].   

 



 

 

 

2. Team members & Their Contributions 
 

Our group consists of 3 undergraduate students and an Assistant professor as our team 
leader. 

 

- Hatice Kose Bagci (Team Leader) 

 

Assist. Prof. Dr. Hatice Kose-Bagci is the team leader of RoboTurk team. 

She had experience in the Robocup Standard Platform League as a part of 

the Bogazici University’s Cerberus Team (2001-2005). Her research focused 

on single/multi-agent localization, dynamical planning and market based task 

allocation. She is currently working on Human-robot interaction, mainly on 

assistive robots, non-verbal communication and interaction games. 

 

- Ibrahim Onuralp Yigit (Developer) 
- Semih Kavak (Developer) 

- Yasin Kadakal (Developer) 

 

3. Software Architecture 
 

RoboTurk software architecture which is based on rescuecore2 library consists of 

artificial intelligent methods. The software architecture has these components: 

 
a. Perception: Filtering environmental inputs and decrypting communication 

messages on voice and radio channels. 

b. Agent State: Including all information about RoboTurk agent. 

 

- World Model: Providing information of map objects and RoboTurk world 

model is constructed as an undirected connected graph which consists of 

nodes and weighted edges. 

-  Knowledge Base: Implementing a collection of data supports reasoning, 

learning and decision mechanism. 

- Goals: Describing agent’s primary purpose and task. 

 
c. Reasoning: Implementing probabilistic reasoning engine based on Bayesian 

Network. 

d. Searching: Finding shortest path using A* search algorithm. 

e. Planning: Containing team strategies based on marketing algorithm 

approach which contributes the maximization of the overall team profit. 

f. Learning: Building learning mechanism which allows the agent to operate 

in initially unknown environments and situations. 

g. Decision: Evaluating the results coming from all RoboTurk decision 

supporting mechanisms and deciding what actions will be taken. 



Agent State Agent State 

h. Communication: Providing communication protocol which is used by 

agents when sending or receiving messages. 
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Figure 1. RoboTurk Software Architecture 
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4. Perception 
 

RoboTurk agents take two inputs; one of them is environmental inputs and  the other 
one is the data achieved by communication with other agents like police force, 

ambulance center etc. First of all the environmental inputs are the data which seen or 

heard by the agent itself. However, since an agent can achieve all kind of information, 

RoboTurk agent filters and processes the data coming from environmental inputs. The 

aim of the filtering is not achieving or storing the data which is irrelevant to the 

agent’s goals and duties. After filtering, the data is processed to decide if agent takes 

an action immediately about the data or label and store the data to use in next cycles. 

The other kind of perception is achieved from communication between agents. In the 

RoboTurk communication model, the message or the data is encrypted since the 

channels have their bandwidth limit and noise. Because the message is first encrypted 

and then sent to the receiver, the receiving agent must decrypt it. A RoboTurk agent 

can decrypt the message received by communication using the initially arranged 
methods. After decrypting, the context of the message is processed to taken an action 

or not.  

  

5. Agent State 
 

In the RoboTurk Software architecture, Agent state is one of the most crucial 
structure. RoboTurk agent’s states include a dynamic world model which provides 

agent’s information about the current state of the map. This information consists of 

the data including buildings, roads and their specific attributes. RoboTurk world 

model is designed as a special graph to have maximum performance when searching 

and planning path to a target. The other part of the agent state is knowledge base. The 

knowledge base is the collection of the data achieved or produced by the agent to be 

used in reasoning, learning and decision mechanism. And final part of agent state is 

goals. Goals describe and bound the tasks of the agent. RoboTurk agents have certain 

goals but since we use market approach and reasoning, the agent can specify a goal 

for itself.  

 

5.1 World Model 

 

Every element in the simulation has its object instance. We created our own world 

model based on a connection graph. Our world model is constructed as an undirected 

connected graph consists of nodes and weighted edges. All map objects are 

represented by nodes of the graph. Edges of the graph have weight depending on two 

main factors which are the distance and the blockage between nodes. Moreover, it 

provides specific information of map objects. When it receives updated information 

from the kernel, the connection graph is reconstructed by using updated information. 

 

5.2 Knowledge Base 

 
In this part, RoboTurk agents’ knowledge capacities are mentioned. The data 

resources of the agents’ knowledge base are taken from the perception module as 

filtered and learning mechanism.  The knowledge base creates a foundation for 



learning. Moreover, knowledge base includes information of previous actions, 

disasters etc. And this information is used by reasoning to calculate the probability of 

states may occur in next cycles. Actually knowledge base provides a rule system for 

agents to be considered.   

 

5.3 Goals 
 

RoboTurk agents have both static and dynamic goals. These goals describe agent’s 
primary purpose and actions. Static goals of the agents are, such as saving civilian, 

extinguishing building and opening blocked roads. Dynamic goals of agents are 

produced by agent itself to maximize total profit. To achieve these goals, agents use 

decision supporting mechanisms such as reasoning, planning, learning etc. 

 

6. Reasoning 
 

RoboTurk agents use reasoning mechanism under uncertainty. RoboTurk network 

model is based on Bayesian network to reason under uncertainty. The network model 

represents the probabilistic relationships between states in the agent's world model. 

Moreover, the network model is a directed acyclic graph of which nodes represent 

state and the edges symbolize conditional dependences. Queries coming from 

RoboTurk agents can be answered using this network by computing posterior 

probability distribution. Therefore, the reasoning mechanism can not only estimate 

certainties, but also help agents to make a decision.  

       

7. Searching 
 

RoboTurk agents find the least-cost path by using A* search algorithm. The algorithm 

uses a best-first search and finds the best path from start to one of the goals. A* runs 

better performance by using heuristics. It finds solution by combining g(n) and h(n),   

 

                                                     f(n) = g(n) + h(n)                                                    (1) 

 

g(n) gives the path cost from the start node to node n, and h(n) is the estimated cost of 
the cheapest path from n to the goal [16]. Therefore, we estimates f(n) that is the 

least-cost solution through n.  

 

8. Planning 
 

RoboTurk team is working on a market-based dynamic task allocation and planning 

approach for this year’s competition. There are static goals as saving civilian, 
extinguishing building and opening blocked roads. But the efficiency and success of 

the goal changes according to the agent implementing it. Sending any agent or all 

agents to a problem area might cause problems since the cost and success of all agents 

in a situation might not be same. Therefore using a market based dynamic task/goal 

allocation based on the current status and cost of each agent for that task is more 

efficient than sending all/any agent to a problematic area. The cost function plays a 



 

 

very important role in the efficiency and success of the task allocation. As more 

features are included in the cost function, the cost function will cover the current 

status better. The agents can send their costs of implementing certain tasks in the 

current cycle via communication and then the agent with the smallest cost wins the 

auction and gets the opportunity to fulfill the task. Unlike the other applications of 

market based algorithms [12-15], here the roles are static, an “ambulance” agent is 

always an ambulance it cannot change its role due to the current situation and cost.  

This simplifies the problem to the case that the auctions can be applied to each role 
separately (a police agent cannot attend an ambulance auction). Also there is no need 

to use a central unit to allocate the tasks/goals, since each agent can listen to the 

channels to get the relevant costs and decide to get or leave the tasks by comparing 

own cost with the other similar agents. This decreases communication cost and avoid 

the central unit failures or single agent failures to affect the whole system. This 

becomes beneficial especially when dealing with physical agents in real-time systems. 

9. Learning 
 

Learning module in our software architecture uses feedback from the knowledge base 

and determines how decision mechanism will be modified to make a better decision in 

the next cycles. Reinforcement Learning can be used when the agent takes 
information about consequences of a sequence of its actions [12]. RoboTurk agents 

use Reinforcement Learning to take action in the dynamic world model. 

Reinforcement Learning helps the controlling the agents with experience and rewards 

in a framework [17]. Therefore, we expect that the agents will be enlightened how to 

act in the dynamic states.  

 

 

10.  Decision 
 

In the RoboTurk software architecture decision layer is the last layer before an agent 

takes action. Decision layer is executed after the other layers because it uses the 

results coming from all RoboTurk decision supporting mechanisms such as searching, 

planning etc.  While decision layer is executed, the layer evaluates the results and 

produces alternative actions.  Then decision layer chooses the most effective one that 

will provide team maximum profit.  After deciding the action that will be applied, 

decision layer sends the action to the kernel.    

 

11. Communication 

 
Communication is the best way of gathering information about the world for an agent. 
Because, without the communication an agent can only have the knowledge of its area 

around. However, to take the most efficient action in a situation, agent can also scan 

the knowledge of alternative data may lead to another action. RoboTurk agents 

communicate each other using random channels. This method contributes agents not 

to overload a channel. If all agents use same channels, the bandwidth of the channel 

may be passed and the some message can’t be achieved. Moreover if we assign each 



agent to a channel statically this may cause some messages to be lost when there is 

noise on that channel. Random way also contributes noise handling because since the 

number of the messages decreased on a channel a message can be sent more than 

once.  To not to overpass the bandwidth limit we also designed a specific encrypted 

message protocol. Although the encrypted message includes all the info like sender 

agent type, sender agent id, etc., it needs less byte to store the message. Since the size 

of messages is decreased, RoboTurk agents are able to communicate efficiently.  

 

12. Conclusion 

 
This report summarizes the RoboTurk team efforts and strategies for the 2011 

Robocup Search and Rescue League. This work is a part of an ongoing research, and 

our aim is to use this competition as a test bed to improve our researches on market 

based dynamic task allocation strategies.  Also Search and Rescue League is a great 

opportunity for the researchers, especially undergraduate students to get use to work 

with artificial intelligence and robotics, and improve their ability to write good 

programs and be a part of a team. We would like to use this opportunity as a first and 

important step for the students who want to do research in robotics, and continue to 

take part in the Search and Rescue competitions in the following years. 
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